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FOREWORD

Researchers are often called upon to communicate research findings to decision-makers
in relevant and meaningful ways. One area of difficulty has been to convey the meaningfulness
and magnitude of group differences. The metric of choice to communicate group differences has
always been the standard deviation. The standard deviation metric is one which is well known
and understood by researchers but difficult for those not familiar with statistics. Even for
researchers thoroughly familiar with the metric, it still fails to convey easily meaningful group
difference information.

In response to the difficulty of conveying meaningful magnitude information regarding
group differences with the standard deviation metric, an additional metric was conceived which
could be easily understood by researchers and decision-makers alike and would not distort the
information provided by the standard deviation metric. Its primary advantage would be that the
magnitude information would be self-evident whereas the standard deviation’s magnitude
information is not. Such a metric was developed with these properties and is reported herein. It
has been used by ARI researchers to convey group difference information to military decision-
makers and it has been found to be easily understood by decision-makers and very well received.

g $ctes
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AN ADDITIONAL METRIC FOR COMMUNICATING GROUP PERFORMANCE
DIFFERENCES

EXECUTIVE SUMMARY

Research Requirement:

Develop a metric to convey group difference information (i.e., direction and magnitude)
which could be easily communicated and understood by decision-makers and researchers. This
metric would convey the information in such a way that the magnitude of group differences
would be self-evident. In addition, the new metric would convey this information with little or
no distortion in the range where most group differences occur.

Procedure:

A metric was conceived, its formula developed, and a solution for the formula was
achieved using numerical methods. A direct evaluation of the formula was not possible since it
does not have a closed form. In addition to creating the new metric for the case when the two
groups possessed equal variability, a solution was also developed for the cases where the
variability of the groups differed.

Findings:

The proposed metric is nearly linear below a group difference of 1 standard deviation.
Since most observed group differences fall below 1 standard deviation, this indicates that most
of the magnitude information carried by the standard deviation difference metric is also
contained in the new metric. This characteristic of the new metric, its simplicity, its directness,
and its ability to address variability as well as mean differences makes it well suited to convey
group performance difference information.

Utilization of Findings:
The new metric can and has been used to convey group difference information to other
decision-makers and other researchers at conferences. It has been very well received and easily

understood. The tables provided make the conversion from the standard deviation metric to the
new metric simple and accessible.
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AN ADDITIONAL METRIC FOR COMMUNICATING GROUP PERFORMANCE
DIFFERENCES

INTRODUCTION

Representing group performance differences in the standard deviation metric is appropriate
and commonly done in studies which examine inter-group performance differences (Coleman et
al, 1966; Grant & Bray, 1970; Hunter, 1983; Hunter, Schmidt, & Rauschenberger, 1977; Hyde,
Fennema, & Lamon, 1990; Hyde & Linn, 1988). The standard deviation metric informs on the
magnitude of the group performance difference while maintaining an interval scale.

Yet, even with all its positive features, including the ability to perform inferential statistical
analysis on it, the standard deviation metric lacks directness. Psychometricians routinely place
examinee scores on a percentile metric to more easily convey how an examinee performed
compared to others. An examinee with a percentile score of 95%, for example, understands that
she performed better than 95% of those who took the test. Telling the same examinee that
his/her score was 1.648 (i.e., her z-score) conveys little information. If they want to understand
how they did relative to others they have to know the shape of the score distribution and how to
convert their z-score to a percentile score.

This logic can be applied to the group as well as to the individual. Knowing that one group

. performs 0.50 standard deviations lower than another group conveys minimal information. Most
researchers understand that 0.50 standard deviations is a sizeable difference whereas a 0.10
standard deviation difference is not. Most researchers, however, do not know how this might
translate to a percent metric. For example, what percent of the time will someone from a lower-
performing group outperform someone from a higher-performing group?

Thurstone (1927) developed the law of comparative judgment to be able to compare objects,
responses, and individuals at a more practical level. A good example to which the law of
comparative judgment can be applied was borrowed from Nunnally (1978) and involves two
runners. One runner is on average faster by a margin of D (a standardized mean difference
score). Although D provides a good summary measure of how these individuals perform relative
to each other it does not indicate how likely it is that on any given day, the slower runner will
beat the faster runner. If, for example, their running times were normally distributed and
indicated a 0.50 standard deviation time advantage in favor of the faster runner, then how often
would the slower runner beat the faster runner? The answer is the slower runner would beat the
faster runner in 36% of the races. The standard deviation difference together with the percent
metric gives a much clearer view of the difference between the runners than the standard
deviation difference alone.

The law of comparative judgment and the runner analogy can be extended to group
differences. Each runner becomes a group and each running time becomes an individual within
that group. Running times become performance on a test or an aptitude level. The question then
is: When an individual from each group is randomly paired with an individual from the other
group, what is the probability that the individual from one of the groups will outperform (i.e.,
outrace or beat in terms of the analogy) the individual from the other group? This is equivalent
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to asking what percent of the time will someone from a lower-performing group outperform
someone from a higher-performing group?

Specifically, it is proposed that the standard deviation metric be converted to the percent of
the time an individual from the lower-performing group performs better than someone from a
higher-performing group. When the group performance difference between two groups is zero
(and the two groups are distributed the same in terms of shape and dispersion) it would indicate
that members of each group underperform and outperform each other equally often (i.e., 50%).
Note that when the group performance difference is zero the labels "lower-performing group”
and "higher-performing group" are inappropriate. As one group's performance, on average,
decreases relative to the other, then the percent of the time a lower-performing group member
outperforms a higher-performing one drops below 50%. '

Easily Accommodates Group Variability Differences

Feingold (1995) presented very clearly why group variability differences can affect the
relative proportion of individuals at the tail ends of group distributions (i.e., tail ratios).
Specifically, he demonstrated that lack of mean differences in the presence of group variability
differences can affect the tail ratios substantially. The mean group difference is not the whole
story, the variability must also be considered when quantifying group differences. Feingold
(1995) and Hedges and Friedman (1993) suggest that the mean difference be adjusted for the
variability difference. While this is an acceptable approach, the adjusted standardized mean
difference becomes more and more detached from a direct interpretation. In contrast, the
percentage metric proposed can easily accommodate inter-group mean and variability differences
and the interpretation of the metric remains the same: percent of the time someone from a lower-
performing group will outperform someone from a higher-performing group.

METHOD

In order to solve for the proportion of the time that a randomly selected lower-performing
group member is expected to outperform a randomly-selected higher-performing group member
given inter-group mean and variability differences, we let f,(x) and f,(x) represent two normal
density functions for group 1 (higher-performing group) and group 2 (lower-performing group),
respectively. The proportion of the time that the randomly selected lower-performing group
member performs at or above performance level x is represented by:

Fy(x) = fx - f,(x) dx. (1)

Then, in order to calculate the proportion of the time when the randomly selected lower-
performing group member is expected to outperform the randomly selected higher-performing
group member, the following formula is used:



p= _+: () F(x) dx. 2)

Equation (2) multiplies the probability of selecting someone from the higher-performing group
with a score of x with the probability of selecting someone from the lower-performing group
who will outscore the higher-performing group member selected. This is done for all possible
values of x and all such products are summed.

Since equation (2) does not have a closed form, numerical methods were used to evaluate p.
The mean performance difference between the two groups (i.e., delta) was varied from 0 to 2.99
standard deviations in intervals of 0.01, and the ratio of the standard deviation between the two
groups was varied from 0.6 to 1.4 in intervals of 0.2.

For each delta level and standard deviation ratio combination the higher-performing group's
normal distribution was divided into 48,000 intervals in the standard score range from -6 to +6.
Each interval thus spanned 0.00025 standard deviation units of the higher-performing group's
distribution. For each of the 48,000 intervals, the area of the higher-performing group’s
distribution covered by the interval was multiplied by the area of the lower-performing group's
normal distribution falling above the standard score where the higher-performing group's interval
begins.

The point (i.e., z ) at which the lower-performing group’s interval begins is determined by
delta and the ratio of the standard deviation of the two groups (i.e., the standard deviation of the
higher-performing group divided by the standard deviation of the lower-performing group). It is
further determined as a function of the higher-performing group which assumes a mean of zero
and a standard deviation of one. Thus, to obtain the z value appropriate to the lower-performing
distribution, the z value from a standard normal distribution for the higher-performing group is
multiplied by the ratio of the higher-performing group standard deviation over the lower-
performing group standard deviation, and the absolute value of delta is added to it.

The sum of the 48,000 products accurately yields the proportion of the time a lower-
performing group member is expected to outperform a higher-performing group member. Monte
Carlo analysis at various group performance difference values revealed that dividing the normal
curve into 48,000 intervals yielded accuracy to the fourth decimal place. The index p has a
maximum value of 0.50 and a minimum value of 0. Multiplying p by 100 converts it from a
proportion to a percentage (P).

The new index, P, is a percent and has a range of zero to 50 when delta is zero or greater.
An index value of 50 indicates that members of each group are expected to outperform each
other equally often and occurs when the mean performance difference is zero. A P value of zero
occurs when the performance distributions for the two groups have no overlap . This is



theoretically impossible with normal distributions but for practical purposes it is possible to
obtain a value so close to zero that stating a minimum of zero is accurate.

RESULTS

Table 1 presents the percent of the time one expects a randomly selected lower-performing
group member to outperform a randomly selected higher-performing group member, as a
function of the standard deviation difference in the mean scores of the two groups (i.e., delta)
when the ratio of the standard deviations of the two groups is one. This percentage is 50 when
delta is zero. That is, when the two groups do not differ in mean performance, one expects that
one group’s randomly selected member would outperform the other group’s randomly selected
member 50% of the time. Increasing the average group difference to 0.50 standard deviations
lowers this percentage to 36.18. This means that when delta is 0.50, a lower-performing group
member is expected to outperform a higher-performing group member only 36.18% of the time,
and, conversely, a higher-performing group member is expected to outperform a lower-
performing group member 63.82% (i.e., 100-36.18) of the time. At a delta of 1.00, the lower-
performing group member outperforms the higher-performing group member only 23.97% of the
time, and when delta reaches 2.00 this percentage drops to 7.86%.

Tables 2 through 5 present the percent of the time one expects a lower-performing group
member to outperform a higher-performing group member, as a function of delta when the ratio
of the standard deviations of the two groups is not one. This percentage is 50 when delta is zero
regardless of the ratio of the standard deviations. In addition, when the lower-performing
group’s standard deviation is smaller relative to the higher-performing group’s, then the
percentage for any given value of delta is larger relative to when the standard deviation ratio is
one. The converse is true when the higher-performing group’s standard deviation is smaller.
Finally, the difference in the percentages at different standard deviation ratios are larger for
larger deltas (i.e., up to a delta of about 1.30 to 1.50 depending on the standard deviation ratio)
and the more the standard deviation ratios differ. For example, the maximum difference between
standard deviation ratios of 0.6 and 1.4 occurs at a delta of 1.41. Atadeltaof 1.41 anda
standard deviation ratio of 0.6 the P index has a value of 11.33 while at a standard deviation ratio
of 1.4 the P value is 20.63, or 9.30 points higher.

Figure 1 depicts the relationship between P and standard deviation metrics for various
standard deviation ratios. For all standard deviation ratios the function was negatively
decelerated across increasing delta values but was essentially linear for values below a delta of
0.70 and nearly linear up to a delta of 1.00. The deviation from linearity progressively
accelerated beyond a delta value of 1.00 and became quite pronounced at the highest delta values
examined. The near linearity of the proposed percentage metric, below a 1.00 standard deviation
group performance difference, indicates that a one-to-one magnitude correspondence exists
between the standard deviation metric and the proposed percentage metric in this interval at all
standard deviation ratios.



DISCUSSION

The proposed P metric is nearly linear below a delta of 1.00. Since most observed delta
values fall below 1.00, this indicates that most of the magnitude information carried by the
standard deviation difference metric is also contained in the proposed percent metric. This
characteristic of the proposed metric, its simplicity, its directness, and its ability to address
variability as well as mean differences makes it well suited to convey group performance
difference information. The tables provided makes the conversion from the standard deviation
metric to the percent metric simple and accessible. The P metric would not substitute the tail
ratio described by Hedges and Friedman (1993) and Feingold (1995) but would rather provide a
global view of group difference across the entire score range. The tail ratio would still be useful
to examine group differences in specific score ranges.

Finally, although the P index has some definitional overlap with Kendall's tau, the two
indices are in fact different. If two persons are drawn randomly from an applicant pool, the
difference between the probability that they will have the same order on X and Y and the
probability that they will have different orders on X and Y is equal to tau. Although it may
appear from this definition that tau is similar to the P index, it is not for two reasons: 1) the two
persons selected could both be from the same group (e.g., lower-performing group) whereas the
P index purposely selects one person from each group, and 2) tau is not directional with respect
to the order on X and Y whereas the P index considers the direction of the order difference on X
and Y.



Table 1

Percent of the Time a Randomly Selected Lower-Performing Group Member is Expected to
Outperform a Randomly Selected Higher-Performing Group Member as a Function of Inter-

Group Mean Performance Difference When the Groups Have Equal Standard Deviations

Delta .00 01 .02 .03 .04 .05 .06 .07 .08 .09
0.00 50.00 49.72 49.44 49.16 48.88 4859 4831 48.03 4775 4747
0.10 47.18 4690 46.62 4634 46.06 4578 4550 4522 4494 4466
0.20 4438 44.10 43.82 43.54 4327 4299 4271 4243 42,16 41.88
0.30 41.60 4133 41.05 40.78 4050 4023 3996 39.68 3941 39.14
0.40 38.87 38.60 3833 3806 37.79 37.52 3725 3698 36.72 3645
0.50 36.19 3592 35.66 3539 3513 3487 3461 3435 3409 33.83
0.60 33.57 3331 33.06 32.80 3255 3229 3204 3179 3153 3128
0.70 31.03 30.78 30.54 30.29 30.04 29.80 29.55 2931 29.07 28382
0.80 28.58 28.34 28.10 27.87 27.63 2739 27.16 2692 26.69 2646
0.90 2623 26.00 25.77 25.54 2532 25.09 24.87 2464 2442 2420
1.00 2398 23.76 23.54 2332 2311 2289 22.68 2247 2226 22.05
1.10 21.84 21.63 2142 2122 21.01 2081 2061 2041 2021 20.01
1.20 19.81 19.61 1942 1922 19.03 18.84 18.65 1846 1827 18.09
1.30 1790 17.72 17.53 1735 17.17 1699 1681 16.64 1646 1629
1.40 16.11 1594 1577 1560 1543 1526 1510 1493 14.77 14.61
1.50 1444 1428 14.13 1397 1381 13.66 13.50 1335 13.20 13.05
1.60 1290 1275 1260 1246 1231 12.17 12.03 11.88 11.74 11.61
1.70 1147 1133 1120 11.06 1093 1080 10.67 10.54 1041 10.28
1.80 10.16 10.03  9.91 9.78 966 954 942 931 9.19  9.07
1.90 896 8.84 873  8.62 851 840 829 818 808 797
2.00 787 7176 7.66  7.56 746 736 726 716 7.07  6.97
2.10 688 679 6.69 6.60 6.51 642 633 625 616 6.08
2.20 599 5091 582 574 566 558 550 542 535 527
230 519 512 5.05 497 490 483 476 469 462 455
2.40 449 442 435 429 422 416 410 404 398 392
2.50 386 380 374 3.68 3.63 3,57  3.351 346 341 3.35
2.60 330 325 320 3.15 3.10 3.05 300 295 29 286
2.70 2.81 277 272 2.68 263 259 255 2351 247 243
2.80 239 235 231 2.27 223 219 216 212 209 205
2.90 202 198 1.95 1.91 1.88 1.85 1.82 1.79 1.76  1.73

Notes. Delta represents the inter-group mean performance difference in standard deviation units.



Table

3

Percent of the Time a Randomly Selected Lower-Performing Group Member is Expected to
Qutperform a Randomly Selected Higher-Performing Group Member as a Function of Inter-

Group Mean Performance Difference When the Standard Deviation Ratio is 0.8*

Delta .00 .01 .02 .03 .04 .05 .06 .07 .08 .09
0.00 50.00 49.69 4938 49.07 48.76 4845 48.13 47.82 4751 47.20
0.10 46.89 46.58 4627 4596 4565 4534 4503 4472 4441 44.11
0.20 43.80 4349 43.18 4288 4257 4226 4196 41.65 4135 41.05
0.30 40.74 40.44 40.14 39.84 3953 3923 3893 38.64 3834 38.04
0.40 37.74 37.45 37.15 36.86 36.56 3627 3598 35.68 3539 35.10
0.50 34.81 3453 3424 3395 33.67 3338 33.10 32.82 3253 3225
0.60 31.97 31.69 3142 31.14 30.87 30.59 3032 30.05 29.77 29.50
0.70 2024 2897 28.70 2844 28.17 2791 27.65 2739 27.13 26.87
0.80 26.61 2636 26.10 2585 2560 2535 2510 2485 2460 2436
0.90 24.11 23.87 23.63 2339 23.15 2291 2268 2244 2221 2198
1.00 21.75 2152 2129 21.06 2084 20.62 2039 20.17 1995 19.74
1.10 19.52 1931 19.09 18.88 18.67 1846 1825 18.05 17.84 17.64
1.20 17.44 1724 17.04 1684 16.65 1645 1626 16.07 1588 15.69
1.30 1550 1532 15.13 1495 1477 1459 1441 1424 1406 13.89
1.40 13.72 13.55 13.38 1321 13.04 12.88 1271 1255 1239 1223
1.50 12.08 1192 11.76 11.61 1146 1131 11.16 11.01 10.87 10.72
1.60 10.58 1044 1029 10.16 10.02 9.88 9.75 9.61 948 9.35
1.70 9.22 9.09 8.96 8.84 8.71 8.59 8.47 8.35 8.23 8.11
1.80 7.99 7.88 7.76  7.65 7.54 743 7.32 7.21 7.11 7.00
1.90 6.90 6.79 6.69 6.59 649 6.39 6.30 6.20 6.10 6.01
2.00 5.92 5.83 5.74 5.65 5.56 5.47 5.39 5.30 522 5.13
2.10 5.05 4.97 4.89 4.81 474 4.66 4.58 4.51 4.44 4.36
2.20 4.29 4.22 4.15 4.08 4.01 3.95 3.88 3.82 3.75 3.69
2.30 3.63 3.56 3.50 3.44 3.38 3.33 3.27 3.21 3.16 3.10
2.40 3.05 2.99 2.94 2.89 2.84 2.79 2.74 2.69 2.64 2.59
2.50 2.55 2.50 2.46 241 2.37 2.32 2.28 2.24 2.20 2.16
2.60 2.12 2.08 2.04 2.00 1.96 1.93 1.89 1.85 1.82 1.78
2.70 1.75 1.72 1.68 1.65 1.62 1.59 1.56 1.53 1.50 1.47
2.80 1.44 1.41 1.38 1.36 1.33 1.30 1.28 1.25 1.23 1.20
2.90 1.18 1.15 1.13 1.11 1.08 1.06 1.04 1.02 1.00 0.98
Notes. Delta represents the inter-group mean performance difference in standard deviation units.

2 Ratio computed as higher-performing group standard deviation divided by lower-performing
group standard deviation.



Table

2

Percent of the Time a Randorhly Selected Lower-Performing Group Member is Expected to
Outperform a Randomly Selected Higher-Performing Group Member as a Function of Inter-

Group Mean Performance Difference When the Standard Deviation Ratio is 0.6°

Delta .00 .01 .02 .03 .04 .05 .06 .07 .08 .09
0.00 50.00 49.66 49.32 48.98 48.63 4829 4795 4761 4727 4693
0.10 46.59 4625 4590 4556 4522 4489 4455 4421 4387 4353
0.20 43.19 42.86 4252 42.19 41.85 4152 41.18 40.85 4052 40.18
0.30 39.85 3952 39.19 38.8 38.53 3821 37.88 37.55 3723 3691
0.40 36.58 3626 3594 3562 3530 3498 34.66 3435 34.03 33.72
0.50 33.41 33.10 32.79 3248 32.17 31.86 31.56 31.25 3095 30.65
0.60 30.35 30.05 29.75 2945 29.16 28.87 28.57 28.28 27.99 27.71
0.70 2742 27.13 26.85 26.57 2629 26.01 2573 2546 25.18 24091
0.80 24.64 2437 2410 23.83 23.57 2331 23.04 2278 2253 2227
0.90 22.02 2176 2151 2126 21.01 20.77 20.52 20.28 20.04 19.80
1.00 19.56 1932 19.09 18.86 18.63 18.40 18.17 1795 17.72 17.50
1.10 1728 17.06 1684 16.63 1642 1621 16.00 1579 1558 15.38
1.20 15.18 1498 1478 1458 1438 14.19 14.00 13.81 13.62 13.43
1.30 13.25 13.07 12.89 1271 1253 1235 12.18 12.01 11.83 11.67
1.40 11.50 1133 11.17 11.01 10.85 10.69 10.53 10.38 10.22 10.07
1.50 9.92 9.77 9.62 9.48 9.33 9.19 9.05 8.91 8.77 8.64
1.60 8.50 8.37 8.24 8.11 798 7.86 7.73 7.61 7.49 7.37
1.70 7.25 7.13 7.01 6.90 6.79  6.67 6.56 6.45 6.35 6.24
1.80 6.14 6.03 5.93 5.83 5.73 5.63 5.54 5.44 5.35 5.26
1.90 5.16 5.07 498 4.90 4.81 4.73 4.64 4.56 448 4.40
2.00 432 424 4.16 4.09 4.01 3.94 3.87 3.80 3.73 3.66
2.10 3.59 3.52 -345 3.39 3.33 3.26 3.20 3.14 3.08 3.02
2.20 2.96 2.90 2.85 2.79 274  2.68 2.63 2.58 2.53 2.48
2.30 2.43 2.38 2.33 2.29 224 220 2.15 2.11 2.06 2.02
2.40 1.98 1.94 1.90 1.86 1.82 1.78 1.75  1.71 1.67 1.64
2.50 1.60 1.57 1.54 1.50 1.47 1.44 1.41 1.38 1.35 1.32
2.60 1.29 1.26 1.23 1.21 1.18 1.15 1.13 1.10 1.08 1.05
2.70 1.03 1.01 0.98 0.96 094 092 0.90 0.88 0.86 0.84
2.80 0.82 0.80 0.78 0.76 0.74 0.73 0.71 0.69 0.68 0.66
2.90 0.64 0.63 0.61 0.60 0.59 057 0.56 0.54 0.53 0.52
Notes. Delta represents the inter-group mean performance difference in standard deviation units.

2 Ratio computed as higher-performing group standard deviation divided by lower-performing
group standard deviation.



Table

4

Percent of the Time a Randomly Selected Lower-Performing Group Member is Expected to
Qutperform a Randomly Selected Higher-Performing Group Member as a Function of Inter-

Group Mean Performance Difference When the Standard Deviation Ratio is 1.2°

Delta .00 .01 .02 .03 .04 .05 .06 .07 .08 .09
0.00 50.00 49.75 4949 4924 4898 4873 48.47 4822 4796 47.71
0.10 4745 4720 4694 46.69 4643 46.18 4592 4567 4542 4516
0.20 4491 44.66 4440 44.15 4390 43.65 4339 43.14 4289 4264
0.30 4239 42,14 4189 41.64 4139 41.14 4089 4064 4039 40.15
0.40 3990 39.65 3940 39.16 3891 38.67 3842 38.18 3793 37.69
0.50 3745 3721 3696 3672 3648 3624 36.00 3576 3552 35.29
0.60 35.05 34.81 3458 3434 3410 33.87 33.64 3340 33.17 32.94
0.70 3271 3248 3225 32.02 31.79 31.56 3133 31.11 30.88 30.66
0.80 30.43 3021 2998 29.76 29.54 29.32 29.10 28.88 28.66 28.45
0.90 2823 28.01 27.80 27.58 2737 27.16 2694 2673 2652 2631
1.00 26.11 2590 25.69 2549 2528 2508 2487 24.67 2447 2427
1.10 24.07 23.87 23.67 2347 2328 23.08 2289 2270 2250 2231
1.20 2212 2193 21.74 2155 2137 21.18 21.00 2081 20.63 2045
1.30 20.27 20.09 1991 19.73 19.55 1938 1920 19.03 18.85 18.68
1.40 1851 18.34 18.17 18.00 17.83 17.67 17.50 1734 17.17 17.01
1.50 16.85 16.69 1653 1637 1621 16.06 1590 15.74 1559 1544
1.60 1529 1514 1499 1484 1469 1454 1440 1425 14.11 13.97
1.70 13.82 13.68 13.54 1341 1327 13.13 1299 1286 12.73 12.59
1.80 1246 1233 1220 12.07 1194 11.82 11.69 1156 1144 1132
1.90 11.19 11.07 1095 10.83 10.71 10.60 10.48 1036 1025 10.14
2.00 10.02 991 9.80 9.69 958 947 936 926 9.15 9.05
2.10 894 884 874 8.64 854 844 834 824 814 805
2.20 7.95 7.86 7.76 7.67 7.58 7.49 7.40 7.31 7.22 7.13
2.30 705 696 688 6.79 671 6.62 654 646 638  6.30
2.40 622 614 607 599 591 584 577 569 562 555
2.50 5.48 541 5.34 5.27 5.20 5.13 5.06 5.00 4.93 4.87
2.60 480 474 468 4.6l 455 449 443 437 431 425
2.70 420 414 408 4.03 397 392 386 381 376 370
2.80 365 3.60 355 3.50 345 340 336 331 326 322
2.90 317 312  3.08 3.04 299 295 291 286 282 278
Notes. Delta represents the inter-group mean performance difference in standard deviation units.

2 Ratio computed as higher-performing group standard deviation divided by lower-performing
group standard deviation.



Table

5

Percent of the Time a Randomly Selected Lower-Performing Group Member is Expected to
Outperform a Randomly Selected Higher-Performing Group Member as a Function of Inter-

Group Mean Performance Difference When the Standard Deviation Ratio is 1.4*

Delta .00 .01 .02 .03 .04 .05 .06 .07 .08 .09
0.00 50.00 49.77 49.54 4931 49.08 48.84 48.61 48.38 48.15 4792
0.10 47.69 4746 4722 4699 46.76 46.53 4630 46.07 45.84 45.61
0.20 4538 4515 4492 4469 4446 4423 4400 4377 4354 4331
0.30 43.08 4285 42.63 4240 42.17 4194 4172 4149 4126 41.04
0.40 40.81 40.59 4036 40.14 3991 39.69 3946 3924 39.02 38.79
0.50 38.57 3835 38.13 3791 3768 3746 37.24 37.02 36.81 36.59
0.60 36.37 36.15 3593 3572 3550 3528 3507 3485 34.64 3442
0.70 3421 34.00 33.78 33.57 3336 33.15 3294 32.73 3252 3231
0.80 32.10 31.89 31.69 3148 3127 31.07 30.86 30.66 3045 30.25
0.90 30.05 29.85 29.65 29.44 2924 29.04 2885 28.65 2845 2825
1.00 28.06 27.86 27.67 2747 2728 27.09 2689 2670 2651 2632
1.10 26.13 2594 2576 2557 2538 2520 2501 2483 2464 2446
1.20 2428 2410 23.92 2374 2356 23.38 2320 23.02 2285 2267
1.30 2250 2232 2215 2198 21.81 21.64 2147 2130 21.13 2096
1.40 20.79 20.63 2046 2030 20.13 1997 19.81 19.65 1949 1933
1.50 19.17 19.01 18.85 18.69 18.54 18.38 1823 18.08 17.92 17.77
1.60 1762 1747 1732 17.17 17.03 1688 1673 1659 1644 1630
1.70 16.16 16.02 1587 1573 1559 1546 1532 15.18 15.05 1491
1.80 1478 14.64 1451 1438 1425 14.11 1398 13.86 13.73 13.60
1.90 13.47 1335 1322 13.10 1298 12.85 1273 12.61 1249 1237
2.00 1225 1214 12.02 1190 11.79 11.67 11.56 1145 11.34 11.22
2.10 11.11  11.00 10.90 10.79 10.68 10.57 1047 10.36 1026 10.15
2.20 10,05 995 985 9.75 965 955 945 935 926 9.16
2.30 9.07 897 888 878 8.69 860 8.51 842 833 8.24
2.40 815 807 798 7.89 781 772 764 756 747 739
2.50 7.31 723 715  7.07 699 692 684 676 6.69 6.61
2.60 6.54 646 639 6.32 6.25 6.18 6.11 604 597 590
2.70 583 576 570  5.63 556 550 543 537 531 5.24
2.80 518 512 506 5.00 494 488 482 477 471 465
2.90 459 454 448 443 437 432 427 422 416 4.11
Notes. Delta represents the inter-group mean performance difference in standard deviation units.

2 Ratio computed as higher-performing group standard deviation divided by lower-performing
group standard deviation.
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